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1. a) Consider the matrix
1 10
A= [ 020 ]

i) what is the column space of A? ii) what is its row space? iii) what is its null space? iv) what is the
rank of the matrix? v) what is the dimension of its column space?

b.) Consider the space F of periodic functions (period [—m,7]) that can be expressed as a Fourier series

1

flz) = 540 + Z ap cos(nx) + Z by, sin(nx)

n=1 n=1

Recall the following equalities
/ sin(mz) sin(nx)dz = Tom,n

/ cos(mz) cos(nz)dr = 7omn

N

/ sin(max) cos(nz)dx = 0

—T

/ sin(mz)der = 0

—T

/ cos(mx)der = 0

—T

5 = 1, m=n
™0, mo#£n.

where

i) show that the functions sin(maz), cos(mz), and 1 are a basis of F. ii) what type of basis is
this? iii) what is the dimension of F. iv) show that the projection of f(z) on the basis is the vector
m(ag,a, ..., bo, b1, ...).

2. a) Let z and y be two discrete random variables with probability mass functions px (i) and py (7),
i €{0,...,n}, where px (i) is the probability that X takes value i. Show that if X and ¥ are independent
and Z = X +Y then

Pz =Ppx *py (1)
where * is the convolution operator. (Hint: use the chain rule of probability to write

ProblX +Y =k| = Z Prob[X +Y = k|Y = j]ProblY = j].)
=0



b) It can be shown that this result also applies when the random variables are continuous. Use this
result to determine what is the convolution of two Gaussians. That is, determine what is the function

f(x) such that
f(z) = G(z, p1,01) x G(2, p2, 02),

and 1 2
(@=n)
g J},/J/,U) = e 22
( V2ro?
3. a) Let x = (21,...,7,)7 be a column vector of n random variables with expected value

Hx = E[X} = (E[‘Tl}? s 7E['r7l])T

and covariance matrix
Yy = E[(X — pix) (X — NX)T]

where

(2x);,; = cov(zi, ) = E[(x; — Elwy])(2; — Elz;])]

i,J

(2)

(3)

i.e. the matrix whose i, j® entry is the covariance between between variables z; and z;. Show that if

y = Ax
where A is an arbitrary matrix, then
Py = Afix
and
2, = A AT

b) Use the results above to show that any valid covariance matrix must be positive semidefinite. (Hint:

consider the case where A is a row vector.)



