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This HW set contains several problems. Only the problem labeled Quiz must be handed in and will
be graded. The remaining problems are for practice. You should not submit them for grade. By
submitting your Quiz solution, you agree to comply with the following.

1. The Quiz is treated as a take-home test and is an INDIVIDUAL effort. NO collaboration
is allowed. The submitted work must be yours and must be original.

2. The work that you turn-in is your own, using the resources that are available to all students in
the class.

3. You can use the help of GENERAL resources on programming, such as MATLAB tutorials, or
related activities.

4. You are not allowed to consult or use resources provided by tutors, previous students in the class,
or any websites that provide solutions or help in solving assignments and exams.

5. You will not upload your solutions or any other course materials to any web-sites or in some
other way distribute them outside the class.

6. 0 points will be assigned if your work seems to violate these rules and, if recurrent, the incident(s)
will be reported to the Academic Integrity Office.

1. Suppose that we have a classification problem with two classes of equal probability, i.e. PY (0) =
PY (1) = 1/2, and class-conditional densities of the form

pX|Y (x|j) = Kje
−
|x−aj |

bj , j = 0, 1, bj > 0.

a) Determine the value of the constants Kj .

b) Calculate the Bayes decision rule for this classifier, as a function of the parameters aj and bj .

c) For the case where a0 = 0, b0 = 1, a1 = 1, and b1 = 2, what is the range of x that are classified with
the label 0?

d) Repeat c) for the case in which PY (0) = 0.75.

2. Consider a classification problem with two Gaussian classes of identical covariance Σ = σ2I, where
I is the identity matrix, i.e.

pX|Y (x|j) =
1√

2π|σ2I|
exp{− 1

2σ2
(x− µj)

T (x− µj)}

a) Show that, in this case, the optimal decision boundary is an hyper-plane by showing that the set of
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points in the boundary, i.e. the points x such that

PX|Y (x|0)PY (0) = PX|Y (x|1)PY (1),

satisfy the hyper-plane equation
wT (x− x0) = 0.

Determine the values of w and x0 as a function of the priors PY (j), the Gaussian means µj and the
variance σ2.

b) Consider the 2D case case in which µ0 = (−1,−1), µ1 = (1, 1), σ2 = 1/4, and PY (1) = 0.5. Using
MATLAB, make a plot showing a few contours of each Gaussian, and the line corresponding to the
optimal decision boundary (note: to draw the Gaussian contours, create an x, y grid using meshgrid(),
evaluate the values of Gaussian associated with each class at each point of this grid, multiply by
the priors, add the two scaled Gaussians, and make a contour plot using contour()). Repeat for
PY (1) = 0.25 and PY (1) = 0.75.

c) Can you give a geometric interpretation to the vector w and the point x0?

Quiz (Computer): This week we will make a move towards learning a distribution for our classes. We
will assume the class-conditional densities have a multivariate Gaussian distribution of 28 × 28 = 784
dimensions

PX|Y (x|i) =
1√

(2π)n|Σi|
exp

{
−1

2
(x− µi)

T Σ−1i (x− µi)

}
Remember from our previous experiment that the feature space was R28×28.

Moreover, we shall assume that the covariance matrix for every class is the same and equal to identity
covariance, i.e. Σi = Σ = I, ∀ i and also that the prior for the classes are distributed uniformly, i.e
PY (i) = 1/N = constant where N is the number of classes. We shall use the same database as used in
previous assignment.

1. For each digit, calculate and display the sample mean (See Notes)

2. Using sample mean as an estimate of the class mean (µi), perform the task of classification by
Bayes Decision Rule.

i∗(x) = argmaxi

{
−1

2
(x− µi)

T Σ−1i (x− µi)−
1

2
log(2π)d|Σi|+ logPY (i)

}
(a) Again for each class calculate and plot the error rates, P(Error|Y = i) for all i = 0 . . . 9.

(b) Calculate the total error rate, P(Error).

3. (Optional, extra credit). Now for different digits, calculate and display the covariance ma-
trix, you can use cov function to calculate the 784 × 784 dimensional covariance matrix and
imshow(ımatrix,[]); to display. Why were we not able to use this matrix in our distance
computations?

� You should use subplot to display multiple figures in the same window

� Once you calculate and display the mean, its a good idea to use the ‘stacked’ version for mean
and test images. By stacked, we mean to convert a n × n matrix to a n2 × 1 vector. In matlab
you can use the reshape command or Mstacked = M(:)
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