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This HW set contains several problems. Only the problem labeled Quiz must be handed in and will
be graded. The remaining problems are for practice. You should not submit them for grade. By
submitting your Quiz solution, you agree to comply with the following.

1. The Quiz is treated as a take-home test and is an INDIVIDUAL effort. NO collaboration
is allowed. The submitted work must be yours and must be original.

2. The work that you turn-in is your own, using the resources that are available to all students in
the class.

3. You can use the help of GENERAL resources on programming, such as MATLAB tutorials, or
related activities.

4. You are not allowed to consult or use resources provided by tutors, previous students in the class,
or any websites that provide solutions or help in solving assignments and exams.

5. You will not upload your solutions or any other course materials to any web-sites or in some
other way distribute them outside the class.

6. 0 points will be assigned if your work seems to violate these rules and, if recurrent, the incident(s)
will be reported to the Academic Integrity Office.

1. Consider the quadratic function
f(x) =xTAx.

a) show that the function can be written as
)= aw;
i

where y is a rotation of x. What is the transformation that maps x into y, and what are the coefficients
CY,L‘?

b) consider the case studied in problem set 2, namely
5 b
St
with x is in the range —100 < x7 < 100, —100 < z5 < 100, and the three following values of b

be {1,5,10}.

What are the vectors that point in the direction of the major axes of the ellipses corresponding to the
iso-contours of f(x)? Using MATLAB, make a contour plot of the function and superimpose a plot of
the two vectors, for the three values of b. Hand in the three plots.



c) for the same matrix, plot a slice through the function f(y) for y; = 0, i.e. the 1D function f(0,ys)
and, yo = 0. Hand in the two plots obtained for each of the three values of b.

d) explain how the eigenvalues of A affect the curvature of f(x) and, consequently, in which cases they
make f(x) a “bowl”, a “saddle”, or “one-dimensional”.

2. Consider a random variable X distributed according to a Gaussian mixture

c
Px(x) = > mG(x, pi, Ai)
i=1
where the covariance matrices A; are diagonal.

a) consider the case where A; = o2I. Determine the principal components (both orientation and length)
of X as a function of the principal components of a dataset whose covariance is the scatter matrix of
the means of X

c
S =Y mil(ui — p1a) (i — )",
i=1
and any other necessary parameters of the mixture.

b) suppose that S, = I, X is two-dimensional, and

c 0
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for all 7. If X is the covariance matrix of X, plot the contours
xT'S 1x =1

and
xS x=1

for c=1, ¢ =5, and ¢ = 10. How do the individual component covariances A; affect the covariance of
X?

Quiz (Computer) While working with the Gaussian classifier in problem set 3, we were unable to
utilize the information given in the covariance matrix and assumed the covariance matrix to be identity.
This time we will apply PCA on the training data to reduce the dimensionality of our feature space.

1. Implement the PCA algorithm and find out the principal components for the entire dataset
imageTrain. Plot the top 10 principal components as 28 x 28 images. Repeat the above, but this
time instead of the entire dataset use images from only one class - ‘digit5’. Also, for the entire
dataset, plot the eigenvalues in a decreasing order.

2. Classification using the PCA subspace on the imageTest dataset.

(a) From the plot of the eigenvalues above, what subspace dimension would be best for classifi-
cation?

(b) Calculate the total error rate using subspaces of following dimensions: [5, 10, 20, 30, 40, 60,
90, 130, 180, 250, 350]. Plot these error rates.



(¢) Compare your results with the final error rate obtained in problem set 3.

3. Using the principal components calculated for the class of digit 5 in part 1, find the image from
the dataset imageTest that is least like a 5. The least 5-like image, would be the one that has
maximum energy in the direction orthogonal to the subspace spanned by the principal components
of class 5. Assume that the top 40 eigenvectors are the principal components.



