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Introduction
A volumetric attention (VA) module for 3D medical image segmentation and
detection is proposed. VA attention is inspired by recent advances in video
processing, enables 2.5D networks to leverage context information along the z
direction, and allows the use of pretrained 2D detection models when training
data is limited, as is often the case for medical applications. Its integration in the
Mask R-CNN is shown to enable state-of-the-art performance on the Liver Tumor
Seg- mentation (LiTS) Challenge, outperforming the previous challenge winner by
3.9 points and achieving top performance on the LiTS leader board at the time of
paper submission. Detection experiments on the DeepLesion dataset also show
that the addition of VA to existing object detectors enables a 69.1 sensitivity at 0.5
false positive per image, outperforming the best published results by 6.6 points.
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Volumetric Attention Module

Architecture of VA Mask-RCNN
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Figure. 1: Volumetric spatial and channel attention module. N is the bag size, C, H, W
the feature map channel size, height and width, respectively. Spatial and channel
pooling are used to reduce computation.

Volumetric Attention Components
1. Bags of Long Range Features

Where 𝑖 is the pyramid levels and C#× H#× W# its dimensions (channel,
height, and width, respectively), X()*+# is the corresponding bag of long-
range features, and N the number of contextual images. The features
X, are sorted by the order of the corresponding images along the z
direction of the 3D volume.

2. Volumetric Channel Attention

Where 𝟊./+0 is the global average pooling operator, 𝐗2+2 corresponding
target image feature map and 𝐗()*+ the bag of long range features.
The slice attention signal is then applied to 𝟊3450 (𝐗()*+) followed by a
relu layer, a 1×1 conv layer and a sigmoid layer, to learn a nonlinear
interaction S0 ∈ ℝ; × < × < between channels.

3. Volumetric Spatial Attention

Where the volumetric spatial attention module uses max and average
pooling to shrink feature maps along the channel dimension,
concatenating them into two channel feature maps as in above
equation. A spatial attention map, S= ∈ ℝ< ×> ×?, is generated similar
to channel attention.
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Figure. 2: Architecture of the Volumetric Attention (VA) Mask-RCNN. Three continuous
2.5D images, each composed of 3 adjacent slices, are shown as example.

Motivation
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Compared with 2.5D network which is limited by the lack of contextual information
and 3D network which lacks pre-training model and need to use low spatial
resolution images due to GPU memory limitation, our proposed method can
leverage contextual information in the z direction, pre-trained 2D CNN weights for
transfer learning and maintain high spatial resolution.

Figure. 3: 2D visualization of segmentations by Mask-RCNN and VA Mask-RCNN on
LiTS val set. Segmented liver is shown in red and lesions in green. Zoomed out
ground truth masks are shown on bottom right, with liver in gray and lesions in white.
The VA Mask-RCNN produces smoother segmentation boundaries and lower FP and
miss rates. In the top left, the gallbladder area is easily confused with the lesion area.
VA Mask-RCNN leverages contextual slices to remove this FP.

Figure. 4: Comparison of 3D segmentations by the Mask-RCNN and the proposed VA
Mask- RCNN on the LiTS val set. Red denotes segmented liver, green segmented
lesions. 3D ground truth is shown on the bottom right, with liver in dark red and lesions
in dark green. These examples illustrate how the VA module both enhances small
lesion prediction and enables the network to avoid false positives.

Table 1: Comparison with LiTS Challenge 
leaderboard, as of July 1st, 2019 

Conclusion

Table 2: Influence of number of 
slices on LiTS val set.. 

Table 3: Influence of image scales.

Table 4: Sensitivity (%) at 1 FPs/image and 
AP50 on the DeepLesion test set. 

Table 5: Sensitivity(%) at 0.5 and 1 FPs 
per image on the DeepLesion test set. 

In this paper, we proposed a volumetric attention module that enables 2.5D
methods to leverage contextual information along the z direction and the use of
pretrained 2D detection models when training data is limited, as is often the case
for medical ap- plications. VA can be combined with any CNN architecture,
including one-stage and two-stage detectors and segmentation networks. It was
shown that 2.5D networks with VA achieve state of the art results for both lesion
segmentation and detection.

1. Experiments on Liver Tumor Segmentation Challenge

2. Experiments on DeepLesion(Lesion detection datasets)


