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In this supplementary material, we discuss more de-
tails about the architecture of the proposed Dense Network
Expansion (DNE) method, the experiment setup and add
several experiments to further validate the effectiveness of
DNE.

A. Model Design
A.1. MHSA block
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Figure A. In MHSA, heads belong to old tasks are processed with fixed
old self-attention blocks. Only the newly added self-attention blocks are
trained.

In DNE, cross-task attention is only used in MLP layers
of a transformer block. In MHSA a “sparse” connection is
used, as is illustrated in Figure A. Specifically, we split the
input r into different heads based on Equation 7 and similar
to Equation 15 of main paper, which are then processed as:

u = [u1,1, u1,2, . . . , u1,H1 , u2,1, . . . , ut,Ht ] ∈ RP×D×H

(1)

ui,j = SAi,j(LN(ri,j)) ∈ RP×D (2)

where SA is the self-attention block as in [1], ui,j is the
intermediate output for head j in task i. Note that, only

the self-attention blocks of the current task (i.e. SAi,j with
i = t) will be trained. After this, all the heads from the
same task are fused for the output s:

s = s1 ⊕ s2 ⊕ · · · ⊕ st ∈ RP×(D×H) (3)

si = ri + FCi(ui,1 ⊕ ui,2 ⊕ · · · ⊕ ui,Hi) ∈ RP×(D×Hi)

(4)

where FC is a linear layer and si the output embedding for
i-th task.

A.2. Task tokens

Transformer-based CIL methods [3, 7–9], typically in-
clude an extra block fL+1, where global learned task tokens
e = [e1, e2, . . . , et] are used to produce task-specified fea-
tures and are then taken as the inputs of the classification
layer, according to

e′ = fL+1(rL, e; θL+1) (5)
g(x; θ) = h(e′;ϕ), (6)

to provide the classifier with increased task sensitivity. For
network expansion based methods, e1, e2, . . . , et−1 will be
fixed and only et is trained at current task t.

A.3. Training objectives

Given an input image x with label y. Let g(x; θ) be the
current model and g′(x; θ′) the fixed model of the last task,
Y =

∑t
i=1 |Yi|, and Y ′ =

∑t−1
i=1 |Yi| the total number of

classes in current task and last task.
The classification loss is given by:

Lce = CE(g(x; θ), y) (7)

where CE is the cross-entropy function.
In parallel with the classifier h(x; θ), a |Yt+1| way aux-

iliary classifier ĥ(x; θ) is added over the final feature (in
DNE the e′) to generate the auxiliary logits:

ĝ(x; θ) = ĥ(e′; ϕ̂) ∈ R|Yt|+1 (8)
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where ϕ̂ is the parameters of the auxiliary classifier.
To supervise this logit, an auxiliary label for input x is

given by:

ŷ =

{
1 if y ≤ Y ′

y + 1 else (9)

The auxiliary labels consider all previous classes as an
“outlier” class so that the newly added blocks can learn the
knowledge that is complementary to previous tasks. This is
implemented by the task expert loss:

Lte = CE(ĝ(x; θ), ŷ) (10)

The distillation loss is defined as:

Ldis = KL(SoftMax(g(x; θ)[: Y ′]),SoftMax(g′(x; θ)))
(11)

where KL is the KL divergence, SoftMax is the SoftMax
function and g(x; θ)[: Y ′] is the first Y ′ outputs of g(x; θ).

The final loss is the weighted average of the previous
three losses:

L = λ1Lce + λ2Lte + λ3Ldis (12)

where λ1, λ2 and λ3 are the weights.

B. Implementation Details

B.1. Class balanced tuning

Similar to [4], we first train the entire network g(x; θ)
with the dataset Dt from current task and the memory
bufferM. However, since the size of Dt is typically much
larger than M, g(x; θ) trained on Dt ∪ M is heavily bi-
ased towards the classes in current task t. To reduce this
bias, we subsample the data in Dt to build a subset D′

t,
such that all the categories have the same number of input
data, i.e. |{y|(x, y) ∈ D′

t, y = i}| = |{y|(x, y) ∈ M, y =
j}|,∀i, j. After that, the backbone is fixed, only the last
layer fL+1(rL, e; θL+1) and the classifier h(e′;ϕ) is tuned
with D′

t ∪M.

B.2. Dimension of variants of comparison methods

In Figure 6(a)(b) of the main paper, we compare the
accuracy-scale trade-off between DNE and other compar-
ison methods, specifically, we change the feature dimen-
sion or backbone network of comparison methods to change
their model sizes. The detailed setups are summarized in
Table A, note that, the methods use the identical setups on
ImageNet100 and CIFAR100 so we only list the setup of
backbone, Ns, feature dimension (denoted as Dim in the
Table) and the FLOPs F in this setup.

Method Backbone Dim F

iCaRL [5] ResNet18 768 2.50G
ResNet18 864 3.16G
ResNet18 1024 4.44G

PODNet [2] ResNet18 768 2.50G
ResNet18 864 3.16G
ResNet18 1024 4.44G

Dytox [3] Transformer 512 2.46G
Transformer 576 3.12G
Transformer 672 4.24G

DER [10] ResNet18 320 2.62G
ResNet18 352 3.16G
ResNet18 400 4.08G

FOSTER [6] ResNet18 768 2.50G
ResNet18 864 3.16G
ResNet18 1024 4.44G
ResNet34 512 2.32G
ResNet50 512 2.62G

ResNet101 512 5.04G
ResNet152 512 7.48G

Table A. Detailed setups of the comparison methods

B.3. Hyperparameters

We train DNE for 500 epochs and do class balanced tun-
ing for 20 epochs. The learning rate is 2.5 × 10−4 and
weight decay is 1 × 10−6, we use SGD optimizer to train
our model. The batch is 256 and the model is trained on
4 GPUs in parallel. The memory buffer is set as 2000 and
we use the herd selection algorithm [5] to update the mem-
ory buffer. In the 6-layer transformer, we set the patch size
as 4 on CIFAR100 and on ImageNet100 the patch size is
16. The dimension of each head is 32. We empirically set
λ1 = λ3 = 1 and λ2 = 0.1.

C. Experiments

Spatial-Task Attention. We provide a detailed analysis
on Spatial-Task Attention(STA) in this experiments. As is
illustrated in Figure 2 and 3 of main paper. Attentions in
STA are divided into 4 different groups: Same Patch Same
Head (SPSH), Different Patch Same Head (DPSH), Same
Patch Different Head (SPDH) and Different Patch Different
Head (DPDH). Standard attention module learns the Inde-
pendent Attention (IA) which includes SPSH and DPSH.
This leverages the spatial attention across patches. To im-
plement the joint Spatial-Task Attention, SPDH or DPDH
need to be included. This leads to three variants of STA:
(IA)+SPDH, (IA)+DPDH and (IA)+SPDH+DPDH. To eva-
lute the effects of these 4 groups of attention in IA and STA,
we consider several evaluation metrics. Specifically, the
Portion of each group of attention, which is the sum of each
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Figure B. Left: Portion of 4 groups attention within the entire attention matrix for IA model and three variants of STA model. Top-right: Average value of 4
groups attention for IA and three variants of STA. Bottom-right: Final accuracy of IA and three variants of STA.

type of attention divided by the sum of the entire attention
matrix. The Average Value of each group of attention and
the Final Accuracy of IA and three variants of STA. The
experiments are conducted on CIFAR100 with Ns = 10.

Figure B summarizes these results. In the independent
attention, DPSH dominates the attention matrix, so that the
spatial attention across different patches is properly learned.
However, as SPDH is introduced (IA+SPDH model), the
portion of DPSH decreases from 87.33% to 39.64%. This is
reasonable, as SPDH leverages attention of exactly the same
patch in different heads, which have very similar represen-
tations. As a result, the average value of SPDH (0.0298)
is significantly larger than DPSH (0.0053). The attention
module is attracted by the cross-head, or cross-task atten-
tion so the spatial connections are not well learned. The
accuracy also decreases from 58.22% to 52.70%. When the
DPDH is added (IA+DPDH model and IA+SPDH+DPDH
model), the attention matrix is completed dominated by
DPDH (75.27% and 61.31%). Representations of differ-
ent patches and different heads are weakly related, this is
ture, as the average value of DPDH is merely 0.0008 or
0.0006, significantly smaller than SPDH and DPSH. How-
ever, DPDH has much more entries within the attention ma-
trix. Suppose P patches of H heads are considered in STA.
SPSH will include HP entry, SPDH includes HP (H − 1)
entries, DPSH includes HP (P − 1) entries and the rest
HP (HP − H − P + 1) entries all belong to DPDH! In
a common setup where H = 16 and P = 64, 92% the

entries belong to DPDH. Both SPDH and DPSH are di-
luted by small-valued but innumerous-numbered DPDH en-
tries. As a result, the final accuracy dropped significantly.
Compare to the independent attention model which reaches
58.22% accuracy, IA+DPDH reaches only 386.51% and
IA+SPDH+DPDH reaches 41.07%. Based on these obser-
vations, we disentangle the spatial and task attention in our
proposed DNE model.

CTA vs depth. We ablated the impact of adding CTA to
each layer of the DNE model. Starting from the NE model
(no CTA connections), we gradually add CTA to each layer,
from shallow to deep. Figure C left shows that CTA is ben-
eficial at all layers, with larger gains for shallower layers.
While adding CTA to layer 1-3 increases LA by about 2%,
for deep layers the gain is about 1%. This is not surprising,
since the low level features of the shallow layers are more
reusable by all tasks. Higher layers have more semantic
features, specialized to the task classes. These results show
that CTA enables old experts to share knowledge with new
experts, and this is useful at all semantic levels.

Memory buffer size. We measure the performances of
DNE under different memory settings. The memory buffer
size is reduced from 2000 to 200. It can be shown from the
right of Figure C that DNE consistently outperforms other
baseline methods in various memory settings.

TAB matrices. The TAB of Figure 5 in main paper
has three learned matrices, Wq,Wk, and Wv . DNE shares
Wq,Wk, across tasks and has flexible Wv per task. This re-
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Figure C. Ablation Study, experiments conducted on CIFAR100 with Ns = 10. Left: Gradually add CTA across layers. Right: Effect of different memory
buffer size.

Model Wq Wk Wv LA ↑ AA ↑
- - s 63.80 70.67

MLP - - f 67.08 73.22

s s s 64.44 71.17
f f s 64.92 71.38
f f f 67.23 73.13

DNE s s f 68.04 73.68

Table B. Performance on CIFAR100, Ns = 10, k = 1, for different
configurations of TAB matrices. ’s’: shared across tasks, ’f’: flexible.

Cross-task attention in:
LA ↑ AA ↑

lq, lk, lv of MHSA MLP

% % 58.22 67.63
! % 66.29 72.42
% ! 68.04 73.68
! ! 67.93 73.46

Table C. Cross-task attention in MHSA and MLP

duces to an MLP across tasks when Wq,Wk, are eliminated
and Aij

p = 1,∀i, j in Equation (23) of main paper. We ab-
lated the impact of sharing the different matrices. Table B
shows that the DNE configuration has the best trade-off be-
tween accuracy and model size.

Cross-task attention in MHSA. MHSA and MLP are
the main components of the transformer block. MHSA
mainly learns spatial attentions between different patches
while MLP fuse the features of different channels. In DNE,
cross-task attention(CTA) is only equipped in MLP. How-
ever, there are still linear layers in the MHSA block, specif-
ically the three linear layers lq, lk, lv to generate query, key

Cross-task attention in:
LA ↑ AA ↑FC1 of MLP FC2 of MLP

% % 58.22 67.63
! % 66.82 73.07
% ! 66.74 72.77
! ! 68.04 73.68

Table D. Cross-task attention in different linear layers MLP, FC1 is the first
linear layer of MLP and FC2 is the secound linear layer of MLP

and value vectors in the self-attention blocks. By applying
CTA to these linear layers, the MHSA could be able to first
learn a feature that encodes information across tasks and
then learn the spatial relationships. In Table C, we evalu-
ate the effects of CTA in the linear layers of MHSA and
MLP. The experiments are conducted on CIFAR100 with
Ns = 10.

Using CTA in MHSA and MLP can both significantly
improve the performances. CTA in MHSA(MLP) increases
the last accuracy by 8.07%(9.82%) and the average incre-
mental accuracy by 4.79%(6.05%), compared to the model
without CTA. But using CTA in both MHSA and MLP does
not further boost the performances. Linear layers in MHSA
and the MLP are doing similar things while MHSA is more
focusing on spatial connections. Thus it is more natural to
implement the CTA in MLP block only.

Cross-task attention in different layers of MLP. MLP
has two linear layers in which CTA can be added. In Ta-
ble D we evaluate the effects of CTA in these two lin-
ear layers. Experiments are conducted on CIFAR100 with
Ns = 10. The results show that using CTA in either the first
or the second linear layer can improve the last accuracy by



about 8.5% and the average incremental accuracy by about
5.5%. But by using CTA in both linear layers, the perfor-
mances can be further improved. In DNE we use CTA in
both linear layers to reach better performances.
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