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1. Model complexity
The model complexity is quite low for DT2, which

has 10× fewer trainable parameters than most of the re-
cent approaches in the literature. For example, the SGCls
model sizes of DT2, MOTIFS [5], VCTree [3] and TDE-
MOTIFS [2] are 224 MB, 1.68 GB, 1.65 GB and 2.1 GB
respectively. This is by design, since our goal is to em-
phasize the importance of accounting for long tails during
training.

2. Additional results
In this section, we provide additional results of the pro-

posed DT2-ACBS.

2.1. More visual examples

In addition to section ??, Figure 1 presents more vi-
sual examples of PredCls (left column) and SGCls (right
column) generated by DT2-ACBS. These examples show
that DT2-ACBS can predict predicates ranging from head
classes such as has and wearing to less populated classes
like walking on. While some examples are counted as in-
correct predictions under the metric, as discussed in the
main paper, they are still reasonable predictions such as
a subclass or a synonym of the ground truth. For exam-
ple, belonging to/of and wears/wearing. In the SGCls task,
DT2-ACBS correctly predicts head entities (boy, horse, and
head) and tail entities (racket and sock).

2.2. Ablations on appearance branch

As discussed in section ??, the goal of appearance
branch is to convey the image information not encoded in
the entity labels but relevant to predicate predictions. We
tested the effectiveness of the appearance branch F a by re-
moving it and training the network with ACBS. Table 1
shows that entity classification accuracy remains similar,
but PredCls and SGCls performance drops dramatically, i.e.
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Table 1. Ablations of appearance branch in SGCls. (subj, obj) Acc.
denotes the accuracy of a pair of subject and object class.

Method PredCls SGCls (subj, obj)
mR@ 20 / 50 / 100 mR@ 20 / 50 / 100 Acc.

w/o F a 18.1 / 24.5 / 26.8 11.0 / 14.7 / 16.3 25.77
w/ F a (ours) 27.4 / 35.9 / 39.7 18.7 / 24.8 / 27.5 26.26

Table 2. Ablations of ACBS with different teachers in SGCls.
Teacher mR@ 20 / 50 / 100
E-step 15.2 / 20.2 / 22.0

P-step (ours) 18.7 / 24.8 / 27.5

the appearance branch contributes substantially to predi-
cate classification. Note that the gains hold even when the
ground truth entity labels are used (PredCls), confirming the
argument that simply knowing entity classes is not enough
for predicate prediction.

2.3. E-step as teacher

Note that the predicate Wp and entity We weight ma-
trices are interdependent. Using E-step as the teacher
would negatively affect Wp. In ACBS, We receives class-
balanced entity supervision, so there is no risk of overfit-
ting. The role of the teacher is to guarantee that the E-step
update of We is not incompatible with the P-step update
of Wp. This distillation is exactly how ACBS fuses the
knowledge learnt with different distributions. Using E-step
as the teacher has weaker results, as shown in Table 2.

2.4. Recall values

The metric of Recall@K is highly biased toward domi-
nated classes (such as “on”), and thus it is not suitable for
long-tailed visual relations, as discussed in the main paper.
However, we provide the numbers in Table 3 for reference.

3. Implementation Details
DT2-ACBS is a two-stage training process. While SRS

is adopted in the first stage when training the parameter of
θ, φ and ψ, the proposed ACBS is adopted in the second
stage to learn the classifiers. Apart from the differences in
sampling strategies, both stages share a similar optimization
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Figure 1. Additional visual examples of PredCls (left column) and SGCls (right column). In each sub-figure, colors of bounding boxes
in the image (left) are corresponding to the entities in the triplets (upper-right) with the background color green/orange for correct/incorrect
predicate predictions. In the generated graphs (lower-right), correct/incorrect predictions of entities and predicates are shown in purple/blue
and green/orange respectively, with the ground truth noted in the bracket (best viewed in color).

Table 3. Recall and mRecall values for SGG tasks.

Method Predicate Classification Scene Graph Classification Scene Graph Detection
R@50 / 100 mR@50 / 100 R@50 / 100 mR@50 / 100 R@50 / 100 mR@50 / 100

KERN [1] 65.8 / 67.6 17.7 / 19.2 36.7 / 37.4 9.4 / 10.0 27.1 / 29.8 6.4 / 7.3
TDE-MOTIFS-SUM [2] 46.2 / 51.4 25.5 / 29.1 27.7 / 29.9 13.1 / 14.9 16.9 / 20.3 8.2 / 9.8
TDE-VCTree-SUM [2] 47.2 / 51.6 25.4 / 28.7 25.4 / 27.9 12.2 / 14.0 19.4 / 23.2 9.3 / 11.1

PCPL [4] 50.8 / 52.6 35.2 / 37.8 27.6 / 28.4 18.6 / 19.6 14.6 / 18.6 9.5 / 11.7

DT2-ACBS (ours) 23.3 / 25.6 35.9 / 39.7 16.2 / 17.6 24.8 / 27.5 15.0 / 16.3 22.0 / 24.4

scheme, where the Adam optimizer with initial learning rate
10−3 is adopted, with the learning rate decay of 0.5 for ev-
ery 5 epochs. The batch size in the first stage is 256, while
in the second stage, objects and predicates are sampled with
2 and 5 samples per class respectively. The hyperparame-
ters α, β and τs are set to 0.2, 1 and 10 respectively using
the validation set. For evaluation on SGG tasks, we adopt
the protocol of [5, 3] to filter out the subject-object pairs
that do not have a relationship.
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