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II1I. CAsCADE R-CNN

e Multi-stage Detection Framework

1V. EXPERIMENTAL RESULTS

e Comparison with related works

I. OBJECT DETECTION

e Positive/Negative Definition

— It 1s ambiguous. — It is a multi-stage extension of the R-CNN, where detector stages deeper AP |APsg APgo AP79 APgsg APogg
o into the cascade are sequentially more selective against close false positives. :
[ positive?? FPN-+ baseline |34.9| 57.0 51.9 43.6 29.7 7.1
Iterative bBox |35.4| 57.2 52.1 44.2 30.4 8.1
[] positive?? Integral Loss 35.4| 57.3 52.5 44.4 29.9 6.9
Cascade R-CNN|38.9|57.8 53.4 46.9 35.8 15.8

e Comparison with the state-of-the-art on COCO

backbone AP AP5() AP75 APS APM APL

RetinalNet ResNet-101 39.1 59.1 42.3 |21.8 42.7 50.2

FPN ResNet-101 36.2 59.1 39.0 [18.2 39.0 48.2

G-RMI In-ResNet-v2 [34.7 55.5 36.7 |13.5 38.1 52.0

Deformable R-FCN|Algn-In-ResNet|37.5 58.0 40.8 {19.4 40.1 52.5

— An intersection over union (IoU) threshold is used as empirical solution Faster R-CNN Cascade R-CNN Mask R-CNN ResNet-101 38.2 60.3 41.7{20.1 41.1 50.2
(typically 0.5). e Why Cascade R-CNNY Cascade R-CNN [ResNet-101 42.8 62.1 46.3(23.7 45.5 55.2

— This usually produces noisy/low-quality detection. — reduce training overfitting.

— reduce inference-time quality mismatch. e Generalization on multiple detectors and backbone networks

- tstsage o nasiage o 3 stage backbone |[cascade| AP APsqg AP75 APg APy APy,
5 p SIS B 23.5 43.9 22.6 8.1 25.1 34.7
L I Faster R-CNN) - VGG 26.9 44.3 27.8 8.3 28.2 41.1
6 27.1 49.0 26.9 10.4 29.7 39.2
| RAECN | ResNet-50 30.9 49.9 32.6 10.5 33.1 46.9
30.5 52.9 31.2 12.0 33.9 43.8
: R-FCN | ResNet-101 33.3 52.6 35.2 12.1 36.2 49.3
Bs o6 07 os o5 1 85 o6 o7 08 oo 1 7o 36.0 59.0 39.2 20.3 38.8 46.4
B R AN e s lou ou o0 EPN+ ResNet-50 40.6 59.9 44.0 22.6 42.7 52.1
Low Quality Detection High Quality Detection e Large gains for high quality detection FPN. |ResNet-101 38.8 61.1 41.9 21.3 41.8 49.8
60 42.8 62.1 46.3 23.7 45.5 55.2
I11. HIGH QUALITY OBJECT DETECTION
~ , e Generalization on VOC
e Regression and Detection Behavior 40 M baseline Faster R-CNN R-FCN
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— To produce a high quality detector, it does not suffice to simply increase
IoU threshold during training.
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e Cascade R-CNN
— is an effective high quality object detector;

Hl — is well motivated from experimental observations;

HI

— Two main factors are responsible for this:

o Overfitting during training, due to the exponentially vanishing positive
samples.

— can be built with any two-stage object detector based on the R-CNN frame-

work:

BO — achieves the state-of-the-art single-model results on COCO, and can be well
o Inference-time quality mismatch between the detector and its input hy-
potheses.

generalized on other datasets, e.g. VOC;
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{ v » '< : : — 1s quite simple to implement and reproducible on multiple codebase.
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— enables consistent gains on multiple baseline detectors with multiple back-
bone networks, and the gain is independent of the baseline strength;



