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Abstract 
 

The design of a fast and accurate pedestrian detector is 

considered. A system combining a fast cascaded pedestrian 

detector and a pedestrian validator is proposed. The detector 

first scans the image of interest and proposes a set of 

candidate bounding boxes. The pedestrian validator then 

decides if each proposed bounding box is consistent with a 

true pedestrian, based on scene context. Experiments show 

that the resulting system is faster and more accurate than 

current approaches to pedestrian detection.  
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Introduction 
     

In recent years, significant attention has been devoted to 

driver assistance systems and self-driving vehicles. An 

important problem for these systems is to detect and localize 

pedestrians that could be harmed by a vehicle. The design of 

such pedestrian detectors is challenging because 1) real-time 

operation requires very fast detectors and 2) the detection 

must be very accurate. Most notably, these systems must 

detect all pedestrians in the field of view while guaranteeing 

a very low false positive rate, so as to avoid false alarms that 

can ultimately lead drivers to ignore them. 

 

While many methods have been proposed for pedestrian 

detection, most pedestrian detectors with acceptable 

accuracy and real-time performance are based on the cascade 

structure of [1]. In this architecture, a fast pedestrian 

classifier is trained on a large dataset of carefully cropped 

pedestrian examples. The detector is then applied in a 

sliding-window fashion, i.e. evaluated at all possible 

candidate regions of the image where the detection is to be 

performed. The main difficulty of this approach is that the 

decision about each candidate region is independent of the 

information outside of that region. However, this 

information can be a very useful aid to the detection process, 

especially when the image is of a structured scene. For 

example, Fig 1. shows a street scene along with detection 

outputs of a typical cascaded pedestrian detector. The 

detector was able to successfully detect two pedestrians, but 

also detected two false-positives. However, in the context of 

the larger scene, these false-positive cannot be valid 

pedestrians: the left one would corresponds to a 3-meter tall 

person, the one in the center to a pedestrian that walks 2 

meters above ground.  

 

In this paper, we propose a system to include context 

information in the detector so as to identify invalid  

false-positives. In the proposed system, the pedestrian 

detector first scans the image and proposes a set of candidate 

bounding boxes. A pedestrian validator then decides if the 

proposed bounding boxes are consistent with real 

pedestrians, in the context of the whole image. Experiments 

show that the use of an effective pedestrian validator helps to 

eliminate false positives. In addition it is shown that, by 

integrating the pedestrian validator within the pedestrian 

detector, it is possible to shrink the scanning region and 

speed up the pedestrian detector itself.  

  

Proposed System 
 

The proposed system is illustrated in Fig. 2. The pedestrian 

detector first scans an image and proposes a set of candidate 

bounding boxes for the locations most likely to contain a 

pedestrian. The pedestrian validator then uses information 

from image context to decide if the proposed bounding 

boxes are consistent with true pedestrians. For applications 

like driver assisted systems, where pedestrian locations have 

high regularity across scenes, the validator can be trained a 

priori. This results in a set of scale-dependent locations for 

the bounding box, as shown in Fig. 3. The detector can, in 

turn, use this information to avoid scanning regions that do 

not conform to valid pedestrians. 

 

A. System implementation 

 

The cascaded detector is implemented with the algorithm of 

[6]. To design an accurate yet simple pedestrian validator we 

used a data driven approach. Rather than hard coding 

parameters of the scene, such as camera location inside the 

vehicle, we trained a classifier to discover the properties of 

valid bounding boxes from a training set. To train this 

classifier, we collected a set of random bounding boxes as 

negative examples. For positive examples, we collected the 

bounding box information for all non-occluded pedestrians 

in the training set of Caltech Pedestrian dataset [2]. From 

each bounding box we extract the following feature vector 
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Fig. 1, detection result of a typical pedestrian detector  



 

where (i,j) are coordinates of the upper left corner of the 

bounding box, (h, w) its height and width and (H, W) the 

height and width of the image. This feature vector encodes 

relative size and location of pedestrians observed by a 

camera mounted on a vehicle.  While the training process 

should be repeated whenever the camera position changes, 

this is not expected to be a problem for driver-assistance, 

where pedestrian detection is based on cameras installed by 

the manufacturer during vehicle assembly. 

 

The main difficulty in training the classifier to discriminate 

between the sets of random and true bounding boxes is that 

the two sets have a significant overlap. In fact, the second set 

is almost completely inside the first, as most pedestrian 

locations are also possible locations for pedestrian absence. 

Hence, training a validator with 100% accuracy is 

impossible. To overcome this problem, we propose to design 

a classifier that, instead of minimizing the error rate, accepts 

all positive examples and minimizes the false-positive rate. 

In this way, the combined pedestrian+validator system 

accepts all pedestrians and rejects as many false positives as 

possible. Since this is a special case of cost-sensitive 

classification, we have used the cost-sensitive boosting 

approach of [7] to train the validator. The white pixels of Fig. 

3 show the learned locations for the upper-left corner of 

pedestrians with height of 260 pixels in a 640×480 image. 

This is roughly the size of the left false-positive in Fig 1. As 

the map of Fig.3 suggests, to correspond to a true pedestrian, 

the bounding box should have a much higher upper-left 

corner.  Hence, the validator rejects the bounding box. In 

addition, the regions of acceptance by the validator can be 

approximated by rectangles and the detector itself applied 

only inside these rectangles. This shrinks the scanning 

region and speeds up the overall detection. 

     

      Experiments 

 

We compared the proposed system to a set of state-of-the-art 

pedestrian detectors on the Caltech Pedestrian dataset [2]. 

Similarly to Dollar et al. [3] we adopted an image 

representation based on a 10 channel decomposition. This 

included 3 color channels (LUV color space), 6 gradient 

orientation channels, and a gradient magnitude channel. The 

performance of the proposed system was evaluated with the 

toolbox of [2]. The comparison is based on detecting 

pedestrians of height at least 50 pixels in 640×480 images. 

This is equivalent to detecting pedestrians about 40m away 

from the vehicle. Fig. 4 presents the results of this 

comparison. The numbers shown on the left of the legend 

summarize the detection performance by the log-average 

miss-detection rate. The set of benchmark detectors includes 

popular architectures, such as HOG [4] or the deformable 

part model of [5]. The proposed method outperforms all 

detectors other than ACF+SDt [6], which (unlike ours) uses 

motion information. The most direct comparison is 

ACF-Caltech [6], which uses a similar detector but ignores 

context information (no validator). The proposed system has 

better accuracy, i.e. 44% vs. 41% log-average miss-detection. 

In addition, by using the context information inside the 

detector and shrinking the scanning area, we were able to 

speed up the detector by 25%. 
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Fig. 2, proposed system for pedestrian detection 

 

 
Fig. 3, white pixels show the possible locations for upper-left 

corner of pedestrians of height 260 pixels in a 640×480 images 

 
Fig. 4 miss rate vs. FPPI rate for of various pedestrian detectors. 

The number on the left of each legend is the log-average miss-rate. 


