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Abstract. The sparsity of point clouds limits deep learning models on
capturing long-range dependencies, which makes features extracted by
the models ambiguous. In point cloud object detection, ambiguous fea-
tures make it hard for detectors to locate object centers (Fig. 1) and
finally lead to bad detection results. In this work, we propose Selective
Point clOud voTing (SPOT) module, a simple effective component that
can be easily trained end-to-end in point cloud object detectors to solve
this problem. Inspired by probabilistic Hough voting, SPOT incorporates
an attention mechanism that helps detectors focus on less ambiguous fea-
tures and preserves their diversity of mapping to multiple object centers.
For evaluating our module, we implement SPOT on advanced baseline
detectors and test on two benchmark datasets of clutter indoor scenes,
ScanNet and SUN RGB-D. Baselines enhanced by our module can stably
improve results in agreement by a large margin and achieve new state-
or-the-art detection, especially under more strict evaluation metric that
adopts larger IoU threshold, implying our module is the key leading to
high-quality object detection in point clouds.

1 Introduction

3D object detection is important for many applications, such as indoor robot nav-
igation, augmented reality, and autonomous driving. While it can be performed
using data from many sensing modalities, there has recently been interest in
point clouds, due to their ability to accurately represent geometric information,
their lightweight nature, and the popularity of LIDAR sensors. It is, however,
challenging to implement object detection on point clouds, for two main reasons.
First their non-Euclidean structure [5] makes them poorly suited for classic deep-
learning architectures. Second, their sparsity increases the challenges of feature
extraction. The first problem has received substantial interest in the recent com-
puter vision literature, with the introduction of many deep architectures tailored
for point clouds [25,18,17,27,29, 37,13, 22]. However, considerably less progress
has been observed on the second.

0 First two authors had equal contribution.
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Fig. 1. Object localization from local shape measurements. Left: points on lo-
cations where the object surface has low dimensional structure, such as a table top, con-
tribute ambiguous information for localization of the object center. Right: points with
3D structure, denoted suspicious coincidences due to the associated non-accidental
confluence of geometric information (e.g. three lines that intersect at a point), are
much more informative for this localization.

Modern point cloud architectures for object detection, attempt to mitigate
the sparseness problem by aggregating information from multiple points [46,43,
20, 33, 26, 34, 32]. An object is usually defined in terms of its center or a bounding
box, which are detected by aggregating local shape information from the points
on the object surface. This can be seen as a voting mechanism, where each
point contributes information for both the localization and identification of the
object. For example, the aggregation of geometric information from all points in
the surface of each of the tables of Fig. 1 is what allows the perception of these
point clouds as tables. However, the consolidation of the local measurements into
a global object percept is a difficult problem, because not all points on an object
are equally informative of object identity and location.

Consider, for example, the localization of the table of known dimensions of
Fig. 1, from local shape measurements derived from sets of points on the surface
of the object, such as those shown of the figure. As shown on the left, a neigh-
borhood on the surface of the table is consistent with many object centers. This
can be seen from the fact that any 2D translation along the tabletop leaves the
neighborhood unchanged. Any amount of noise in the point cloud can originate
a vote to an incorrect center or bounding box. Hence, such points are not reli-
able indicators of the object location. This is not the case for the neighborhood
shown on the right, which is centered on a corner of the table. In this case, the
neighborhood is only consistent with a center vote. Hence, the point is a reliable
indicator of the object location.

For object class detection, the situation is obviously more complex, since the
table can have any height and length. Nevertheless, it remains true that points
where the object surface has 3D structure (e.g. table corners) are much more
informative than points of 2D (table edges) or 1D structure (table top). This is
similar to the aperture problem in optic flow estimation, where object corners
are known to be more informative of object motion than other image points.
In fact, the importance of these informative points for object recognition and
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localization has long been pointed out in the vision literature. This dates back
to at least the work Attneave [1] which equated the visual cortex to a detec-
tive that makes inductive inferences about the environment by looking out for
“suspicious coincidences”, such as the confluence of three 3D edges into a single
point. This is what enables the recognition of a table from a hand-drawn sketch
depicting some lines and corners. In computer vision, the detection of suspicious,
or non-accidental coincidences has been proposed as a principle for perceptual
organization by various authors [4, 23] and motivated a large literature on corner
detection and interest points [14, 31].

Non-accidental coincidences are important for detection exactly because their
non-accidental nature makes them rare. Hence, when objects are sampled sparsely,
they are likely to either be missed or immersed in an ocean of less informative
points. This increases the difficulty of recovering object identity and location. In
this work, we seek to address this problem by focusing the attention of the object
detector in points of suspicious coincidences. For this we introduce a Selective
Point clOud voTing (SPOT) module, which seeks to increase the attention of the
point cloud around points of suspicious coincidences and reduce it everywhere
else. SPOT consists of a combination of two operations: 1) detection of locations
of suspicious coincidences, and 2) voting synthesis in the neighborhood of these
locations. The two operations are performed on the 3D interest points produced
by popular detection architectures in the literature. The first is implemented
by a softmax network and the second by a set of non-linear regressions. This
allows the implementation of both operations with a simple module that can be
easily integrated into most existing point cloud detectors, to enable end-to-end
training. We demonstrate this by implementing SPOT on three point cloud ob-
ject detectors, VoteNet [26], PointRCNN [33], and a self-implemented version of
PointRCNN that uses the Sparse Convolutional Network [13] as backbone. Eval-
uation on two large datasets of indoor scenes, ScanNet [8] and SUN RGB-D [35],
shows that a simple implementation of SPOT without any bells and whistles can
enhance all the baseline models by a large margin. In particular, it is shown that
SPOT improves performance under more strict evaluation metrics, using higher
IoU thresholds. This suggests that selective voting is important for high quality
point cloud object detection.

2 Related work

Feature Learning for Point Cloud Analysis. To deal with the irregular
format of point cloud, one popular direction is to convert points into voxels in
regular 3D grids and then utilize 3D CNNs for feature learning [42, 25, 28, 46]. Re-
cent works adopt Sparse Convolutional Networks [13] to reduce the computation
cost of 3D convolution so that much larger point cloud input can be processed
for vision tasks like semantic segmentation [13] and object detection [43, 20, 47].
Another trend is to use neural networks specially formulated for point cloud
data. PointNet [27] and PointNet++ [29] are pioneers in this area that take
point coordinates as input and learn permutation invariant features by multi-
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layer perceptrons and MaxPooling, showing strong performance on modeling
point cloud geometry. In this work, we evaluate SPOT on both kinds of feature
learning schemes, showing that our module is an universally useful structure for
enhancing point cloud object detectors.

Point Cloud Object Detection. Due to the growing applications of high-
resolution lidar sensors and the challenge of 2D-3D sensor fusion, recent methods
are proposed to directly detect objects in 3D using point clouds. Some of these
convert point clouds into voxels and use 3D CNNs to form backbones [46, 43, 20,
47]. PointRCNN [33] and VoteNet [26] utilize PointNet [27] and PointNet++ [29]
to do detection on raw point clouds. More recently, several works [44, 6,34, 32]
explore the hybrid of voxel and point representation to take the advantages from
both. Our work investigates the impact of suspicious coincidence on point cloud
object detectors and proposes a method to make them more robust.

Hough Voting in 2D/3D Object Detection. Hough transform/voting is a
good paradigm for bottom-up detection. Origin Hough transform [16] lets edge
points vote in parameter space for detecting simple shapes like lines and circles.
Generalized Hough transform [2] can detect arbitrary shapes, by recording a
matching table of the mappings from an edge orientation to possible positions
of a reference point on the shape. Leibe et al. [21] further extend this idea to
general object detection and segmentation in images, by using more discrimina-
tive features and probabilistic voting that learns the likelihood of a vote being
an object center in a data-driven manner. Improved methods also show success
in 3D recognition problems [41,19,24,38]. Recent works attempt embedding
Hough voting in deep learning models for 3D object detection. [39, 9] cast votes
according to the weights of convolutional kernels. VoteNet [26] includes a voting
module to cast one-to-one votes, with each local feature voting for one object
center. Similar schemes are implemented in PointRCNN [33], where one fore-
ground point is used to predict a single proposal. In contrast, our work inherits
and extends the idea of probabilistic Hough voting [21] that selectively allows a
local feature to cast multiple votes with probability weighting and implements
it in an end-to-end trainable style, showing strong performance on high quality
object detection in point clouds.

3 Selective Point Cloud Voting

3.1 Overview

While the idea of selective voting can be of interest for many operations on
point clouds, in this work we consider its deployment in the context of the two-
stage object detection architecture show at the top of Fig. 2. This is a general
architecture, implemented by several popular detectors in the literature. The
first stage generates object proposals. Given an input of N points with XYZ
coordinates, a backbone network is used to abstract the point cloud and learn
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Fig. 2. Detection pipeline and Selective Point clOud voTing (SPOT). The
proposal module of existing point cloud detectors is replaced by the proposed SPOT for
better localization of object centers.

deep features. It outputs a subset of the input containing M interest points q' =
(z';f"), each composed by a vector z' of 3D coordinates and a D-dimensional
descriptor f' of the local object geometry. Interest points are all the information
retained for object proposal generation. Proposals are generated by a proposal
module, which maps the interest point descriptors f! into a preliminary prediction
of the locations of scene objects. The second stage performs a pooling or NMS
of proposals to infer a refined set of descriptors. Finally, those are processed by
a detection head that includes classification, bounding box regression, and NMS
modules to output the final detection.

SPOT works on the proposal module in the first stage. Commonly used
proposal module has slightly different implementations on different detectors.
For example, PointRCNN [33] predicts 3D bounding boxes as proposals that
is similar to region proposal [30] in image object detection; in VoteNet [26],
object centers are regressed as proposals instead of whole bounding boxes, and
the local shape descriptors f! are propagated to the proposals for its second
stage. Though implemented differently, a common behavior is that all interest
points uniformly generate proposals, which gives no preference to the points of
suspicious coincidences, such as the corner on the right of Fig. 1. Since these
points are rare, they can be missed altogether, or have small contribution to
the set of proposals considered in the subsequent stages of the detector. Instead,
the large majority of the proposals available to the later stages originate from
points that are much less informative of the object identity and location, such
as the tabletop points on the left of Fig. 1. These proposals are likely to be less
accurate than those rooted at locations of suspicious coincidences.

The two-stage detector is generally supervised by a combination of a proposal
loss on the first stage and a detection loss on the second stage. The detection loss



