
IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 1

Supplemental Material to
Anomaly Detection and Localization

in Crowded Scenes

✦

APPENDIX A
MIXTURE OF DYNAMIC TEXTURES: LEARN-
ING AND INFERENCE

A.1 The EM Algorithm for Learning Mixture of
Dynamic Textures

Given a set ofN independent and identically distributed
(i.i.d.) samplesDi = {x(i)}Ni=1 (incomplete data), maxi-
mum likelihood estimates (MLE) of the parameters of an
MDT p(x;Θ) of K components

Θ
∗ = argmax

Θ

p(Di;Θ)

= argmax
Θ

N
∑

i=1

log p(x(i);Θ)
(A.1)

are learned with the EM algorithm. There are two types
of hidden variables in the MDT model: 1) the hidden state
sequences and 2) the assignmentZ of each sequence to a
mixture component. EM iterates between two steps

E-Step:

Q(Θ;Θ(k)) = EDh|Di;Θ(k)

[

log p(Dc;Θ)
]

, (A.2)

M-Step:

Θ
(k+1) = argmaxΘQ(Θ;Θ(k)), (A.3)

where the hidden dataDh consists of the hidden vari-
ables{s(i)}Ni=1 and{z(i)}Ni=1, and the complete dataDc =
Di ∪ Dh. The assignment variablez(i) is represented by
a vectorzi ∈ {0, 1}K, such thatzi,j = 1 if and only if
z(i) = j.

A.1.1 E-step

The log-likelihood of the complete data is (up to a
constant)
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whereP (i)
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with
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∑
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i ẑi,j

∑τ

t=1 P̂
(i)
t,t|j ,

ξj =
∑
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where

ẑi,j = p(z(i) = j|x(i);Θ(k−1))

=
πjp(x

(i)|z(i) = j;Θ(k−1))
∑K

k=1 πkp(x(i)|z(i) = k;Θ(k−1))

(A.7)

are the posterior assignment probabilities, which can be
calculated as discussed in Appendix A.3; and the statistics
are aggregates of the expectations

ŝ
(i)
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s
(i)|x(i),z(i)=j;Θ(k−1)
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, (A.8)
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. (A.9)

The conditional expectation of (A.8) and (A.9) can be effi-
ciently computed via the Kalman smoothing filter [1] (see
Appendix A.2),e.g., P̂ (i)
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for r = t, t− 1.

A.1.2 M-step

In the M-step, the new parameter estimateΘ(k)

is computed by maximizing theQ-function: Θ
(k) =
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Θ
Q(Θ;Θ(k−1)). This leads to the updates
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A.2 Kalman Smoothing Filter

The mean and covariance of the state sequence{st}τt=1,
conditioned on the entire observed sequence{xt}τt=1, can
be estimated by the Kalman smoothing filter [1], [2]. Defin-
ing the expectations conditioned on the observed sequence
from time t = 1 to t = r as

ŝ
r
t = E

st|x1,...,xr
[st] , (A.12)

V̂ r
t,k = E

st|x1,...,xr

[

(st − ŝ
r
t )(sk − ŝ

r
k)

T
]

, (A.13)

the estimates are calculated with the following recursion:
for t = 1, . . . , τ , compute

V̂ t−1
t,t = AV̂ t−1

t−1,t−1A
T +Q, (A.14)

Kt = V̂ t−1
t CT (CV̂ t−1

t,t CT +R)−1 (A.15)

V̂ t
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t,t −KtCV̂ t−1
t,t (A.16)

ŝ
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t−1 (A.17)

ŝ
t
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t +Kt(xt − Cŝ

t−1
t ), (A.18)

where the initial conditions arês01 = µ and V̂ 0
1 = S. The

estimateŝxτ
t , V̂ τ

t,t and V̂ τ
t,t−1 are then computed with the

following backward recursion: fort = τ, . . . , 1,

Jt−1 = V̂ t−1
t−1,t−1A

T (V̂ t−1
t,t )−1 (A.19)

ŝ
τ
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τ
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t−1) (A.20)

V̂ τ
t−1,t−1 = V̂ t−1

t−1,t−1 + Jt−1(V̂
τ
t,t − V̂ t−1

t,t )JT
t−1,(A.21)

and for t = τ, . . . , 2,

V̂ τ
t−1,t−2 = V̂ t−1

t−1,t−1J
T
t−2

+ Jt−1(V̂
τ
t,t−1 −AV̂ t−1

t−1,t−1)J
T
t−2

(A.22)

with initial condition V̂ τ
τ,τ−1 = (I −KτC)AV̂ τ−1

τ−1,τ−1.

A.3 Probabilistic Models for Dynamic Textures

The conditional distributionp(st|st−1) of the DT of (2)
is

p(st|st−1) = N (st;Ast−1, Q)

=
1

√

(2π)n |Q|
exp

{

−
1

2
‖st − Ast−1‖

2
Q

}

.

(A.23)
Using the Markov property, for Gaussian initial conditions
s1 ∼ N (µ,S), the distribution of state sequencesτ1 =
[

sT1 , · · · , sTτ
]T

is Gaussian

p(sτ1) = p(s1)

τ
∏

t=2

p(st|st−1) = N (sτ1 ;µ
τ
1 ,Σ). (A.24)

Since

st = At−1s1 +

t−1
∑

i=1

At−1−ini, (A.25)

it follows that
µt = E [st] = At−1

µ1, (A.26)
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[
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= A
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S(Am−1)T +

k−1
∑

i=1

A
n−1−i

Q(Am−1−i)T ,

(A.27)
wherek = min(n,m). The covariance can be computed
recursively, givenΣ1,1 = S,

Σn,m =











(Am−nΣn,n)
T , if m > n,
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An−mΣm,m, if m < n.

(A.28)

Hence, the sufficient statistics ofp(sτ1) are

µτ
1 =
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1 , · · · , µT

τ
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(A.29)
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...
...

. . .
...
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







.(A.30)

Since the image sequencexτ
1 is a linear transformation of

the state sequencesτ1 , it has distribution

p(xτ
1) = N (xτ

1 ; γ̃, Φ̃), (A.31)

whereγ̃ = C̃µτ
1 and Φ̃ = C̃ΣC̃T + R̃, and C̃ and R̃ are

block diagonal matrices where each diagonal block is equal
to C andR respectively.



LI et al.: SUPLEMENTAL MATERIAL TO ANOMALY DETECTION AND LOCALIZATION IN CROWDED SCENES 3

APPENDIX B
ALGORITHMS

In this appendix, we summarize the algorithms used
to compute the hierarchical spatial anomaly maps (Algo-
rithm 1) of Section 4.4 in the main manuscript, the infer-
ence procedure of the proposed CRF filter (Algorithm 2
and Algorithm 3) discussed in Section 5.2.2 and the proce-
dure used to predict anomalies by combining hierarchical
anomaly maps and the CRF filter (Algorithm 4), discussed
in the same section.

Algorithm 1: spatial anomaly

Input : a videox, a set of frames{ti}
nf

i=1, observation
sitesS, multi-scale spatial supports{Rk}Lk=1

Output: spatial anomaly maps{Sk}Lk=1 with multi-scale
spatial surrounds

foreach frame ti do
extract spatio-temporal patches aroundti:
{pati} = extract patch(x(ti));

learn a MDT:{DTi} = clustering({pati}) with (A.6)
and (A.11);
compute intra-component KLs:

KL(i, j) = KL(DTi, DTj), ∀i 6= j, with (9);
foreach observation siteStij in ti do

foreach spatial support with the size ofRk
i,j do

compute spatial anomalySk(i, j) using
KL(i, j) and the segmentation maps of (4) (8)
and (10);

end
end

end

Algorithm 2: samplelabel field

Input : previous prediction{y(t)}τ−1
t=1 ; initialization y0;

number of iterationsT .
Output: predicted label fieldy′.

y′ ← y0;
for i← 1 to T do

foreach j ∈ S(τ) do
draw y′j from
y′j ∽ p(yj|{x(t)}τt=1, {y

(t)}τ−1
t=1 ,y

′
−j ;Θ),

using (23)-(25) and (12)-(15), where
y′
−j = {y

′
1, · · · , y

′
j−1, y

′
j+1, · · · , y

′
|S|};

end
end

Algorithm 3: CRF inference

Input : previous prediction{y(t)}τ−1
t=1 ; initialization

y0 = {y0,1, · · · , y0,|S|}; observation up to current
frameτ {x(t)}τt=1, cooling timeTc, sampling
periodTs, number of samplesNs, thresholdγ.

Output: predicted anomaly labels for current framey(τ).

y ← 0, y′ ← samplelabel field({y(t)}τ−1
t=1 ,y0, Tc);

for n← 1 to Ns do
y′ ← samplelabel field({y(t)}τ−1

t=1 ,y
′, Ts);

y ← y + 1
Ns

y′;
end
y(τ) = I(y > γ1), whereI(·) is the element-wise
indicator function.

Algorithm 4: anomaly detector

Input : a query video clipx, a set of frames{ti}
nf

i=1,
observation sitesS, CRF filterΘ, multi-scale
spatial supports{{Rk

i }
nk

i=1}
L
k=1 and associated

temporal MDTs{{M (k)
i }

nk

i=1}
L
k=1.

Parameter: cooling timeTc, sampling periodTs, number
of samplesNs, thresholdγ.

Output : predicted anomaly labels for each site of
each frame{y(ti)}

nkf

i=1 .

foreach frame ti do
compute spatial anomaly maps:
{Sk}Lk=1 ← spatial anomaly(x, {ti}, S, {R});
foreach observation siteSj do

foreach spatial scalek do
compute hidden state sequencesτ1 for each
MDT component using (A.12)-(A.22);
compute temporal anomaly mapsT k

j with (3)
and (A.24);

end
end
draw the initial label field by logistic regression, using
(22): y(ti)

(0) ∼ p(y|x(ti);w);

infer labels usingy(ti)
(0) as the starting point:

y(ti) ← CRF inference({Sk}, {T k}, {y(tj)}(j<i),

y
(ti)
(0) , Tc, Ts, Ns, γ);

end

APPENDIX C
EXPERIMENT

C.1 Descriptor Comparison

In this appendix, we present ROC curves corresponding
to the comparisons of Table 2 and Table 3. These provide a
more detailed picture of the results presented in the tables
and may be useful for performance comparison with future
methods. Fig. C.2 presents ROC curves for the various
descriptors of Table 2. Fig. C.3 presents ROC curves for
the filters of Table 3. In general, the ROC figures confirm
the conclusions derived from the tables.
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Fig. C.1. Anomaly detection performance (pixel-level criterion) on Ped1. Left: RD v.s.number of MDT components. Middle:
ROC curves of temporal anomaly detection v.s. number of training clips. Right: RD of spatial anomaly detection v.s. number
of frames used for segmentation.

C.2 Parameter Sensitivity

The performance of the proposed anomaly detector
depends on a few parameters. These include descriptor
settings, such as the number of MDT components, and the
size of the training data. In particular, temporal anomaly
maps degrade when MDTs are learned from small training
samples. Spatial anomaly detection is more flexible, as it
has no memory. This is illustrated in the second row of
Fig. 6, for an anomalous cart at the bottom of the frame.
Since no events have been previously observed in this
region, there is no training data for the temporal MDTs.
Some time is thus required to learn these models, and the
temporal map does not capture this anomaly. This is unlike
the spatial map, where the cart is robustly detected. On the
other hand, the segmentation required for spatial anomaly
detection can be computationally more intensive than the
detection of temporal anomalies, depending on how many
video frames it requires.

Several experiments were performed to evaluate the
impact of these parameters on anomaly detection accuracy.
Fig. C.1 characterizes the performance of one-layer tem-
poral/spatial anomaly detection under different parameter
settings. The figure on the left shows that both temporal
and spatial anomaly detection improve with the number of
DT components, with best performance forK ∈ {5, 6, 8}.
Note, in particular, the significant improvement over the
DT (K = 1). Above K = 8 there is some potential
for overfitting and performance can degrade. Since more
components imply more computation, we useK = 5 in all
our experiments. The center figure presents ROC curves for
temporal anomalies on Ped1, as a function of the number
of MDT training clips. Performance increases quickly from
1 to 15 clips (200 to 3000 frames), saturating after 25.
The right figure characterizes the trade-off between the
efficiency and accuracy of spatial anomaly detection, as
more frames are considered in the segmentation process.
Increasing the number of frames from 10 to 40 improves
RD by more than10%. Beyond that, performance saturates.

C.3 Error Analysis

In this appendix, we briefly discuss the errors made by
the different detector components. Some of these turned
out to be mislabeled instances on the two datasets. For
example, the first column of Fig. C.4 depicts a pedestrian
that suddenly redirects her route, unexpectedly moving
across the walkway. Similarly, the third column of the
figure depicts a pedestrian who takes a very unorthodox
route, so as to clear the way for an incoming cart. It is,
in our opinion, positive that the detector flags these events,
demonstrating ability to detect subtle anomalies that would
not even be necessarily detected by a human without close
inspection. This also confirms the well known fact that
anomalies are, by definition, difficult to define a priori.

A second type of false-positives, which are technically
incorrect detections, arise due to normal events that are
either unusual or occur in unusual scenes. For example, in
the second column of Fig. C.4, a person walking leftwards
at the bottom of the scene is identified as an anomaly by
the temporal detector. This is because the overwhelming
majority of the training events in this region are of vertically
moving pedestrians (the south-north walkway leads to a
much busier area of the campus than the east-west one).
A more careful training set collection, using standard boot-
strap procedures [3], would eliminate these false positives.
With regards to spatial anomalies, unusually sparse scenes
can be a source of concern. For example, in the fourth
column of Fig. C.4, a pedestrian entering a very sparsely
populated walkway is denoted a spatial anomaly. These
errors are not very serious, since spatial anomaly detection
could simply be disabled for sparse scenes, or the anomaly
detector could be complemented by vision techniques that
perform well in these scenes (e.g., pedestrian detection).

More problematic are errors due to pedestrians that move
“against the flow” of the surrounding crow. This is the
case of the fifth column of Fig. C.4, where a left moving
pedestrian enters the walkway when all other pedestrians
are moving right. This behavior could be considered anoma-
lous in some cases but not in others, depending on the
scene context. For example, if the crowd was fleeing from
a dangerous occurrence on the left of the scene (e.g., fire)
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Fig. C.2. Descriptor ROC curves on UCSD anomaly dataset. Plots relative to frame-level criterion are shown on the top
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frame-level, chance performance is the diagonal from (0, 0) to (1, 1). For pixel-level, it is close to a line at 0.

the pedestrian should be stopped. Otherwise, there is no
anomaly. Again, we believe that these errors are acceptable
in principle, although further studies would be required
to verify that they do not overwhelm the operator of the
surveillance system when there are no anomalies.
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the crowd segmentations, bottom row shows the spatial anomaly maps.


