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Abstract NetTailor Evaluation

Idea Learned architectures

Complex tasks require larger models, simpler task require smaller models

Real-world applications of object recognition often require the solution of multiple tasks
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