Predicting conversion from MCI to AD with FDG-PET brain images at different prodromal stages
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Abstract

Early diagnosis of Alzheimer disease (AD), while still at the stage known as Mild Cognitive Impairment (MCI), is important for the development of new treatments. However, this is a difficult task because the spatial pattern of brain degeneration in MCI is highly variable and changes as the disease progresses. Despite these difficulties, many machine learning techniques have already been used for the diagnosis of MCI and for predicting MCI to AD conversion, but the MCI group used in previous works is usually very heterogeneous containing subjects at different stages. The goal of this paper is to investigate how the disease stage impacts on the ability of machine learning methodologies to predict conversion. After identifying the converters and estimating the time of conversion (TC) (using neuropsychological test scores), we devised 5 subgroups of MCI converters (MCI-C) based on their temporal distance to
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the conversion instant (0, 6, 12, 18 and 24 months before conversion). Next, we used the FDG-PET images of these subgroups and trained classifiers to distinguish between the MCI-C at different stages and stable non-converters (MCI-NC). Our results show that MCI to AD conversion can be predicted as early as 24 months prior to conversion and that the discriminative power of the machine learning methods decreases with the increasing temporal distance to the TC, as expected. Our results also show that this decrease arises from a reduction in the information contained in the regions used for classification and by a decrease in the stability of the automatic selection procedure. 
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1. **Introduction**

Alzheimer’s disease (AD) is a neurodegenerative disorder characterized by a progressive loss of faculties that leads to severe dementia and eventually death [1, 2]. No cure has been found yet and thus, the development of therapies that can delay the advance of symptoms has attracted great attention. However, such treatments have the greatest impact when the diagnosis is provided at an early stage.

Before the onset of AD, individuals may experience cognitive changes beyond what is expected for their age and education, but that do not interfere significantly with their daily activities. This condition is typically known as Mild Cognitive Impairment (MCI). MCI subjects, particularly the amnestic subtype, are at risk of converting to AD, but they can also evolve into a different form of dementia, remain stable or even regress to a normal aging process [3].

In order to improve diagnosis and to understand the evolution of AD, a variety of biomarkers have been investigated including Cerebrospinal fluid (CSF) molecular biomarkers and neuroimaging biomarkers where special attention has been given to two modalities: Magnetic Resonance Imaging (MRI) and Positron Emission Tomography.
(PET). In an attempt to predict and understand the behavior of distinct biomarkers across AD progression, some models have been hypothesized, such as the one proposed by Jack et al [4]. This model, termed Biomarkers Cascade Model (BMC), considers that biomarker abnormalities and clinical symptoms occur in a sequential way over time. Generally, BMC states that the first stages of AD are characterized by abnormalities in CSF biomarkers, followed by abnormalities in FDG-PET biomarkers as a result of the neuronal dysfunction. Later, with the onset of neuronal degeneration, the MRI abnormalities are recorded and finally, in the later phase of AD, the clinical symptoms are observed. Abnormalities in the FDG-PET biomarkers are expected to be detectable as early as 24 months before AD onset. Additionally, distinct brain areas also display distinct behaviors across the disease evolution [4].

Many machine learning methods have been successfully applied to these types of biomarkers, with Support Vector Machine (SVM) being the preferred classifier mainly because of its superiority in terms of generalization ability when it comes to high dimensional problems. SVMs were used, for instance, in [5, 6] to classify MR images and in [7, 8, 9] to classify FDG-PET images, and also for multimodal classification, i.e. to combine information from different biomarkers. For example, in [10] it was applied to MRI and cerebrospinal fluid (CSF) biomarkers and in [11, 12] to MRI, CSF and also FDG-PET. Although SVM is the most recurrent classifier, others have also been successfully used: AdaBoost was applied to PET images in [13], Linear Discriminants Analysis was used with MRI in [14] and Random Forests also with PET in [12].

The number of features initially available is extremely high, and thus a dimensionality reduction step is usually applied to the neuroimaging data before being used for classification. This step not only speeds up the diagnostic system, but can also enhance its diagnostic performance. Techniques that have been investigated for this purpose include (but are not restricted to): PCA [15], nonnegative matrix factorization.
filter methods based on \( t \)-test [11], Pearson correlation [7] or Mutual Information [7, 8] and also wrapper methods such as Recursive Feature Elimination [10, 5].

In most of the previous studies, the MCI group is very heterogeneous containing subjects at different stages of the disease. In fact, few works have investigated how the disease stage influences the ability of machine learning methodologies to perform diagnosis. Adaszewski et al. [16] used the amount of gray-matter computed from MR images to assess the diagnostic accuracy of an SVM classifier at different moments in time before conversion into AD. This study showed a clear upward trend in the generalization of the diagnostic system as the MCI patients approached the moment of conversion. Eskildsen et al. [17], on the other hand, performed a similar analysis but using the cortical thickness computed from anatomical MR images as features. In this case, the brain was partitioned into several regions of interest (ROI) and only the average thickness in each region was used for diagnosis.

In this paper, we will also investigate how the disease stage influences the ability of machine learning methodologies to perform diagnosis but we will focus on FDG-PET images to distinguish MCI subjects that will convert to AD from those that will remain stable. The reason for using FDG-PET in this work relates to the fact that AD like patterns are present in FDG-PET at an earlier stage of the disease when compared with structural neuroimaging [4, 18]. By splitting the longitudinal images of the MCI converters based on their temporal distance to the conversion event, we aim to analyze AD progression at different stages, not only in terms of classification performance but also in terms of the classification patterns and of the system stability as measured by the influence of the classification parameters on performance.
2. Material and Methods

2.1. Data

Data used in the preparation of this article were obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). The ADNI was launched in 2003 by the National Institute on Aging (NIA), the National Institute of Biomedical Imaging and Bioengineering (NIBIB), the Food and Drug Administration (FDA), private pharmaceutical companies and non-profit organizations, as a $60 million, 5-year public-private partnership. The primary goal of ADNI has been to test whether serial magnetic resonance imaging (MRI), positron emission tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early Alzheimer’s disease (AD). Determination of sensitive and specific markers of very early AD progression is intended to aid researchers and clinicians to develop new treatments and monitor their effectiveness, as well as lessen the time and cost of clinical trials.

The Principal Investigator of this initiative is Michael W. Weiner, MD, VA Medical Center and University of California - San Francisco. ADNI is the result of efforts of many co-investigators from a broad range of academic institutions and private corporations, and subjects have been recruited from over 50 sites across the U.S. and Canada. The initial goal of ADNI was to recruit 800 subjects but ADNI has been followed by ADNI-GO and ADNI-2. To date these three protocols have recruited over 1500 adults, ages 55 to 90, to participate in the research, consisting of cognitively normal older individuals, people with early or late MCI, and people with early AD. The follow up duration of each group is specified in the protocols for ADNI-1, ADNI-2 and ADNI-GO. Subjects originally recruited for ADNI-1 and ADNI-GO had the option to be followed in ADNI-2. For up-to-date information, see www.adni-info.org.

Although data in ADNI database are labeled as CN, MCI or AD, in this study we
deal only with the MCI population. The specific inclusion criteria for the MCI group include: memory complaints, abnormal memory function, Mini-Mental State Exam (MMSE) score between 24 and 30 (inclusive), a Clinical Dementia Rating (CDR) of 0.5 and general cognition and functional performance sufficiently preserved such that a diagnosis of AD cannot be made at the time of the screening visit. Then, after accepting an MCI patient into the study, ADNI1 design called for a 36 months follow up with image acquisition at the Baseline, Month 6, Month 12, Month 18, Month 24 and Month 36.

Rest state FDG-PET and MR images acquired at the different visits were downloaded from the ADNI database already preprocessed so that meaningless differences between images, introduced for example by different scanner models, could be reduced.

2.1.1. ADNI Preprocessing

**PET.** Several scans were acquired during a single visit. Subsequent preprocessing included: (1) co-registration and (2) averaging of all frames, (3) reorientation of the average image so that the anterior-posterior axis of the subject became parallel to the AC-PC line, (4) resampling using a 1.5 mm grid and (5) filtering with a scanner-specific function to produce images with an apparent resolution similar to the lowest resolution scanners used in ADNI [19].

**MRI.** MR images were (1) corrected for gradient non-linearity distortions. Also, (2) the B1 non-uniformity procedure was applied, when necessary, to correct non-uniformities in the image’s intensity, and (3) residual non-uniformities were mitigated using the histogram peak sharpening algorithm N3 [20, 21].

2.1.2. Image registration

ADNI images were not aligned with each other and, thus, they had to be warped into a common space, in order to allow for meaningful voxel-wise comparisons
between images. Note that MR images were only used in this study to guide this image registration process.

First, brain tissue in all MR images was segmented into white-matter (WM) and gray-matter (GM). Tissue classification was conducted with SPM using a unified segmentation approach [22] to produce probability maps for each tissue type. Then, for each subject, the MR images acquired at the different visits were non-linearly registered into a subject-specific template using the DARTEL toolbox [23]. DARTEL implements an iterative non-linear registration algorithm that warps, in each step, the current version of the two tissue probability maps (of GM and WM) into the subject-specific template obtained in the previous step (which is the average of the tissue probability maps at that point). Finally, MR images from different subjects taken during the first visit were non-linearly registered into an inter-subject template also using DARTEL. The template was then mapped to the MNI-ICBM 152 nonlinear symmetric atlas (version 2009a) [24] through an affine transformation.

Alongside with the previous MRI processing, all PET images were co-registered with the corresponding MR images using SPM, i.e. with the ones taken during the same visit. Rigid-body transformations (6 degrees of freedom) and an objective function based on the “sharpness” of the normalized mutual information between the two images [25] were used to conduct these co-registrations.

After estimating all transformation parameters, the original PET images were resampled into the MNI152 standard space with a $1.5 \times 1.5 \times 1.5$ mm resolution using the appropriate composition of transformations. The Yakushev normalization procedure [26] was then used to normalize the voxel intensities of each image separately, using the average intensity within a region not affected by the disease. Finally, the background of the resulting images was removed and, from the 3D volume of dimension $121 \times 145 \times 121$ voxels, only the ones located inside the brain were kept (557,780 in total).
2.2. Conversion Criteria

Our conversion criterion was based on the time evolution of two neuropsychological test scores: the MMSE and the CDR. MCI participants that have undergone CDR changes from 0.5 to 1 and maintained that CDR value were considered to have converted to AD and the first visit in which the CDR scored 1 was established as the time of conversion (TC). The individuals that did not match the CDR criterion were considered to be non converters (MCI-NC) if their MMSE score was, across all visits, 26 or higher. All the other subjects were excluded. The CDR conversion criterion was already used in some of the most relevant studies in MCI to AD conversion [5, 10, 27, 28, 29]. By adding the MMSE cut-off we hope to reduce the possibility of the MCI-NC group to contain individuals that will convert to a dementia state and, by consequence, making the groups more homogeneous. Moreover, subjects with CDR and MMSE scores available for the continuation of the ADNI project, ADNIGO and ADNI2, that suggested conversion, were also excluded. To illustrate the previously described criteria, we present in Figure 1 the CDR and MMSE scores across the follow-up period of 36 months for an MCI-C and an MCI-NC participant.

2.3. Feature Selection

We constructed our model for classification based on the voxel intensities (VI) of the post processed FDG-PET volumes. Since this VI approach produces a great number of features, and the number of examples available for training is comparatively small, this problem suffers from the “curse of dimensionality”. To ease the “curse of dimensionality”, a common procedure is to use a feature selection strategy. By selecting a subset, usually much smaller than the original set, of highly informative features, we are reducing the dimensionality of the problem and preventing over-fitting. In addition, since features correspond to brain voxels, feature selection also allows for the analysis of the patterns of brain metabolism associated with conversion to AD.
In our study, we opted for a univariate filter approach to perform feature selection. This type of filter ranks the features individually according to some measure of statistical dependence with the class label. The criterion used was the Mutual Information (MI), which measures by how much knowing each feature reduces the uncertainty about the label. The MI between a feature $X$ and the class label $Y$ is calculated as follows

$$MI(X;Y) = \sum_{x \in \chi} \sum_{y \in \psi} p(x,y) \cdot \log \frac{p(x,y)}{p(x) \cdot p(y)}$$  \hspace{1cm} (1)$$

where $\chi$ and $\psi$ represent all possible values that the feature $X$ and the label $Y$ can assume, respectively. Since our features are real, they had to be quantized using a fixed number of bins (8 bins in our experiments) before the mass functions could be estimated using histograms and the MI score computed.
2.4. Classifiers

Our approach to predict the conversion of MCI to AD relies on a supervised learning framework, hence classifiers need to be defined. Classifiers were chosen based, primarily, on the characteristics of the analyzed data, namely their high dimensionality and low ratio of examples to features. We have chosen Support Vector Machines (SVM), the most widely used in this field of research and very powerful in dealing with the problems posed by neuroimaging data [10, 11, 27]. Additionally, we tested the Gaussian Naive Bayes (GNB), a probabilistic classifier also suitable for high dimensionality data and also used in neuroimaging studies [30]. By choosing two classifiers with distinct approaches to the classification problem, we aim to demonstrate the robustness of our hypothesis.

2.4.1. Support Vector Machines

SVMs are powerful non-probabilistic binary classifiers that build a model by representing examples as points in a high dimensional space, and then finding the hyperplane that separates the two classes with the maximal margin to the nearest training examples, known as the support vectors. New examples are then classified according to their positions relatively to the dividing hyperplane [31].

Given a set of training patterns and their respective labels \{x_1, y_1\}, ..., \{x_l, y_l\}, where \(l\) is the number of examples in the training set, the hyperplane weight vector \(w\) and bias \(b\) can be determined by solving Eq. (2).

\[
\begin{aligned}
\text{minimize}_{w,b} & \quad \frac{1}{2} w^T w \\
\text{subject to} & \quad y_i(w^T \phi(x_i) + b) \geq 1 
\end{aligned}
\]

The working space given by \(\phi(x_i)\) can be the original feature space (\(\phi(x_i) = x_i\)) where a linear boundary is found (l-SVM), or the features can be nonlinearly mapped onto a higher-dimensional feature space, thus nonlinear borders are obtained. This SVM problem allows the use of the kernel trick, which consists in using a kernel
function that implicitly does a nonlinear mapping from the original to the new space, however all calculations are performed in the lower-dimensional input space by means of dot products. In this study, we opted for using both the native feature space (l-SVM) and a Gaussian RBF kernel (RBF-SVM).

In real life applications, the examples are usually not completely separable in the feature space. To take that fact into account, the soft margin concept has been introduced into the SVM framework. Slack variables $\xi_i$ are included in the SVM cost function as well as a parameter $C$ that controls the amount of data misclassification:

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2}w^Tw + C \sum_{i=1}^{l} \xi_i \\
\text{subject to} & \quad y_i(w^T\phi(x_i) + b) \geq 1 - \xi_i, \\
& \quad \xi_i \geq 0, i = 1, \ldots, l.
\end{align*}$$

Another common problem in classification experiments is the imbalanced number of training examples for the different classes. This is particularly important in this classifier as there is an induced bias of the hyperplane towards the more represented class. To deal with this issue, the use of different penalty parameters ($C^+$ and $C^-$) for each class is proposed in [32, 33], such that the classes with fewer examples have higher misclassification penalty based on the degree of imbalancing:

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2}w^Tw + C^+ \sum_{i:y_i=1}^{l} \xi_i + C^- \sum_{i:y_i=-1}^{l} \xi_i \\
\text{subject to} & \quad y_i(w^T\phi(x_i) + b) \geq 1 - \xi_i, \\
& \quad \xi_i \geq 0, i = 1, \ldots, l.
\end{align*}$$

All of our experiments were performed using SVM as implemented in the LibSVM Toolbox [34].
2.4.2. Gaussian Naive Bayes

The Gaussian Naive Bayes classifier is a probabilistic classifier with strong assumptions on both the features distribution and their independence. Let \( \mathbf{x} = (x^1, \ldots, x^N) \) denote an FDG-PET image, where \( N \) represents the number of features and let \( \omega_j \) denote the class label, with \( j \in \{0, 1\} \) corresponding to MCI-NC and MCI-C respectively. By using the Bayes rule and assuming that the features \( x^i \) are conditionally independent, GNB estimates the probability of each class given \( \mathbf{x} \) as follows:

\[
P(\omega_j | \mathbf{x}) = \frac{P(\omega_j) \prod_i P(x^i | \omega_j)}{\sum_k P(\omega_k) \prod_i P(x^i | \omega_k)}
\]  

The probabilities \( P(x^i | \omega_j) \) are estimated from the training data assuming a Gaussian distribution of the features. Since they are calculated separately for each feature, this classifier becomes particularly adequate to high dimensional problems. In the end, the class yielding the greatest conditional probability is chosen. This classifier deals with class imbalance naturally by multiplying the likelihood by the class prior probability \( P(\omega_j) \).

2.5. Evaluation

In this paper, we propose to explore the predictive capability of FDG-PET images acquired at 24, 18, 12 and 6 months before conversion and at the TC. Hence, 5 classification experiments were performed, i.e. the MCI-NC group \emph{versus} each one of the 5 MCI sub groups of converters.

A 10-fold cross-validation procedure repeated 10 times with fold randomization was used to access the generalization capacity of the proposed approach for each classification experiment and from this procedure four metrics were computed to evaluate the system’s performance, namely, the overall accuracy, sensitivity, specificity and balanced accuracy which is given by the arithmetic mean between specificity and sensitivity. By using different performance metrics, it is possible to have a broader...
picture of the classification performance, especially because we are dealing with imbalanced classes.

We also analyze the patterns of selected features in terms of how informative they are by measuring their Mutual Information with the class label, and evaluate the stability of the selection across the different folds. Our stability metric is the Kuncheva Index (KI) which is a measure of the overlap between two binary images [35]. More concretely, the KI metric counts the number of voxels in the intersection between a pair of binary images, but correcting it for chance, i.e. by the expected overlap when the two subsets are drawn randomly. Finally, the index is normalized by the maximum possible intersection so that the index is bounded within the range $[-1, 1]$.

In mathematical terms, let $A$ and $B$ represent a pair of binary images with a total of $N_{all}$ voxels each. Voxels in these images are TRUE when they have been selected or FALSE otherwise. When comparing sets with the same number of selected features (say $N$), the Kuncheva Index is given by:

$$
KI = \frac{\text{Observed}(|A \cap B|) - \text{Expected}(|A \cap B|)}{\text{Maximum}(|A \cap B|) - \text{Expected}(|A \cap B|)} = \frac{|A \cap B| - \frac{N^2}{N_{all}}}{N - \frac{N^2}{N_{all}}} \quad (6)
$$

In our case, instead of two images, we have to measure the average overlap between 100 images as each classification experiment consists of 10 runs, each of them comprising the 10 folds used for cross validation. We do this by averaging the KI measurements computed for all possible pairs of sets of selected features, as proposed in [35].

3. Results

3.1. Data Selection Results

After the application of the conversion criteria to the whole universe of MCI labeled individuals within the ADNI1 cohort, we were left with two groups, MCI-C and MCI-NC, containing 44 and 56 subjects, respectively.
For each individual in the MCI-C group, all the available FDG-PET images were labeled according to the temporal distance between their acquisition time and the moment of conversion, e.g. TC24 for data collected 24 months before TC, TC18 for images acquired 18 months earlier than TC and so on in 6 months steps until TC0 that corresponds to images acquired at the TC. As for the MCI-NC group, only images acquired at the Baseline were used, hence one per subject. By selecting the image corresponding to the visit temporally closer to the time of clinical diagnosis, we aim to reduce the risk of including scans corresponding to subjects undergoing any kind of conversion.

At the end of this process, we were left with six subgroups, one for the MCI-NC group corresponding to images acquired at the Baseline visit and 5 MCI-C subgroups organized according to their temporal distance to the estimated point of conversion from MCI to AD: TC0, TC6, TC12, TC18 and TC24. Table 1 summarizes information regarding the size, clinical and demographic characterization of the MCI-NC and the MCI-C subgroups. As CDR and MMSE scores were not taken at the Baseline visit we assume the values obtained at the screening visit.

<table>
<thead>
<tr>
<th>Group</th>
<th>NC (56)</th>
<th>TC0 (44)</th>
<th>TC6 (26)</th>
<th>TC12 (41)</th>
<th>TC18 (33)</th>
<th>TC24 (25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (avg ± std)</td>
<td>73.1 ± 8.3</td>
<td>77.7 ± 6.4</td>
<td>77.7 ± 7.0</td>
<td>76.6 ± 6.6</td>
<td>75.9 ± 6.4</td>
<td>73.8 ± 6.8</td>
</tr>
<tr>
<td>Sex (M/F)</td>
<td>38/18</td>
<td>25/19</td>
<td>16/10</td>
<td>24/17</td>
<td>18/15</td>
<td>13/12</td>
</tr>
<tr>
<td>MMSE (avg ± std)</td>
<td>28.6 ± 1.1</td>
<td>23.1 ± 4.1</td>
<td>24.3 ± 2.9</td>
<td>25.3 ± 3.5</td>
<td>26.1 ± 3.0</td>
<td>26.2 ± 2.6</td>
</tr>
<tr>
<td>CDR (avg ± std)</td>
<td>0.4 ± 0.2</td>
<td>1.0 ± 0.2</td>
<td>0.5 ± 0</td>
<td>0.5 ± 0.1</td>
<td>0.5 ± 0.1</td>
<td>0.5 ± 0</td>
</tr>
</tbody>
</table>

Table 1: Demographic and clinical characteristics of each group (Mean ± Standard deviation), the number of images is shown in parentheses.

As can be seen in Table 1, the MMSE score increases with the distance to the TC and is higher for the MCI non converters than for any of the converters, as expected. It can also be seen that the number of images in TC6 subset is considerably lower than in TC0 and TC12. To understand the reason why this happens, Fig. 2 shows the distribution of the TC across the follow up visits. A large percentage of the MCI-C (41%) converted at Month 36. Since according to the ADNI protocol, no visits occur at Month 30, the first image prior to conversion was acquired one year earlier, at Month
3.2. Classification Results

This section describes the results obtained by the application of the previously described classification algorithms to discriminate between MCI-NC and MCI-C organized according to their temporal distance to the TC using the voxel intensities of FDG-PET images as features.

In each iteration of the cross-validation, VI features were extracted and ranked according to their MI with the class label. Then, after selecting only the most discriminative VI features, three classifiers were tested, namely l-SVM, RBF-SVM and GNB. The optimal classification parameters were searched using a nested-cross-validation in the training set and the parameter combination yielding the best balanced accuracy was selected. For the SVM classifiers both the error tolerance parameter $C$ and the number of features $N$ were estimated, while for the GNB only the $N$ had to be searched for. The number of features ranged from 15 to $15 \times 2^{15}$ and the parameter $C$ between $2^{-18}$ and $2^{0}$ in a geometrical progression with common ratio $r = 2$.

The remaining parameters were kept fixed. The dispersion of the RBF kernel was defined as the inverse of the number of features used for classification, and each class-specific misclassification penalty in Eq. (4) was defined as the penalty parameter.
$C$ multiplied by a class specific weight that depends on the degree of imbalance. Hence, $C^+$ and $C^-$ in Eq. (4) are given by $d^+C$ and $d^-C$, respectively. The $d^+$ weight for the dominant class was defined as the ratio between the number of examples in the smaller and the larger classes and $d^-$ for the less represented class was set to 1.

The results obtained will be presented in the following three subsections. The results regarding classification performance are presented in the first one. Afterwards, a section is dedicated to the estimated classification parameters and the final subsection will focus on the patterns of selected features.

### 3.2.1. Classification Performance

Fig. 3 shows the 4 performance metrics obtained for the previously described classification experiments, with the error bars representing the standard deviation across the ten fold randomization process.

The results show a tendency, common to all the classifiers, of a monotonic decrease in the accuracy, balanced accuracy and sensitivity with the temporal distance to the identified moment of conversion. In what concerns specificity, this metric remains stable for all the classification experiments, with values between 70% and 85%, suggesting that the classification framework is able to reliably model the MCI-NC metabolic activity patterns. This was to be expected as we used only one MCI-NC dataset. On the other hand, the deterioration of sensitivity as the time of conversion becomes more distant clearly shows the predictability of AD conversion across the 24 months period prior to it. The accuracy of the prediction of whether an MCI patient will convert to AD or not begins to decrease only 12 months before conversion, but even at 24 months before TC, around 70% of the converters were correctly identified as such.

Finally, notice also that these tendencies are common to the three different classifiers which suggest that the conclusions are not dependent on the particular classification framework in use.
Figure 3: Performance metrics obtained for the MCI to AD conversion classification experiments.

3.2.2. Impact of Classifier Parameters on Performance

The number of features $N$ and the SVM error tolerance parameter $C$ were estimated by a nested cross-validation within each training set. By studying the results obtained for different parameter values, we hope to validate the choice of limits of the chosen ranges. Additionally, it allows us to study the impact of each one of these parameters on the diagnostic performance.

Fig. 4 shows the balanced accuracies obtained within the nested cross-validation for each classifier as a function of the parameters values. From this figure, it can be observed that increasing the number of selected features improves the generalization of the system, especially when the patient is close to the identified moment of conversion. However, it is important to note that an increase in the number of features does not necessarily mean an increase in the information given to the system, specially when dealing with neuroimaging data. Neuroimaging data, due to its intrinsic characteristics
and the spatial filtering commonly applied in the preprocessing stage, exhibit high correlation between neighboring voxels. Though redundancy is usually regarded as an avoidable property of classification systems, it plays an important role in system stability by increasing the system robustness to noise at the feature level.

However, when more than 12 months is left until conversion, the accuracy of
our systems’ predictions tends to decrease for very large numbers of features. This phenomenon happens because, as patients from the MCI-C group get closer to the moment of conversion, the brain activity in certain brain regions decreases and their metabolic pattern shifts from an MCI-like to an AD-like pattern. At the beginning of this process, however, only small regions of the brain had been affected, containing valuable discriminative information. Thus, after selecting all voxels within these regions, completely non-relevant features have to be included, which damage the system’s generalization ability.

As for the SVM misclassification parameter $C$, Fig. 4 shows that the optimum is normally attained at intermediate values. On the one hand, if the cost of misclassifying a subject in the training set is too small (yellow lines), the model cannot adapt to the problem at hand. On the other hand, if it is too high (black lines), the model is influenced too much by outliers, which are probable in our problem due to its inherent difficulty.

3.3. Pattern Analysis

In this subsection, we will present and discuss the feature patterns obtained during the experiments described above. The relevance of this analysis is two-fold since evaluating the spatial localization of the features selected for the classification process allows not only to identify brain areas involved in MCI to AD conversion, but also to assess how discriminative and stable is the feature selection process and, consequently, the classification at the various stages. We will first address the question of spatial localization of the selected features and the analysis of how informative they are for classification and then the stability of the feature selection process.

Fig. 5 shows, for each dataset, the spatial profile of MI scores, averaged across all folds, in nine different axial slices. The longitudinal analysis of these MI scores shows, once more, a decreasing tendency for the most discriminative regions with the temporal distance to the TC. In general, for all the represented slices, highest values
Figure 5: Spatial representation of the mean MI value for the VI features across all folds, for nine axial slices equally spaced 12 mm apart.

of MI and broader informative regions are observed for subgroups closer to the TC. As noted before, this effect was expected as the AD progression in the MCI-C groups increases the differences in the metabolic patterns to the MCI-NC.

The features with higher MI are located roughly in the same areas for all the datasets: lateral temporal cortex, predominantly on the left side; dorsolateral parietal cortex, again with left side predominance; and the posterior cingulate and precuneus. Although these areas correspond to the general localization of features for all the subgroups, there is some variability in the distribution of the number of features inside those regions for the different subgroups. For the left temporal cortex, the number of selected features decreased with the temporal distance to the conversion event. A similar behavior was observed for the right temporal cortex and left dorsolateral parietal cortex. In the posterior cingulate cortex and precuneus, the inverse behavior was observed, since the number of features selected in this region increased with the distance to the TC, being the most important region in the TC24 dataset. These findings are in accordance with the literature as these brain areas have been described
in previous neuroimaging and physiology studies to be associated with the progression of AD in FDG-PET. Particularly the model developed in [4] states that activity abnormalities in the posterior cingulate cortex precede changes in the lateral temporal cortex, which is in accordance with our study.

The second part of this analysis concerns the stability of the feature selection process. Fig. 6 shows the Kuncheva indexes across the tested number of features using subgroups TC0, TC6, TC12, TC18 and TC24. First of all, notice that, regardless of which subgroup is being used, the stability of the selection process typically increases with the number of features, but after a certain number has been included, it starts to deteriorate. In addition, as the temporal distance to the TC increases, the optimal stability is achieved using smaller numbers of features, and typically occurs right before the moment in which the system’s generalization ability begins to decline (compare with Fig. 4). This happens because after all relevant features have been selected (which are more numerous when closer to the TC), the order by which the remaining non-relevant features are chosen is almost random and thus not stable.

Finally, it is also worth noting that the voxel selection process tends to be more stable close to the TC (i.e. for the TC0, TC6 and TC12 subgroups), which is consistent with the decrease in performance reported in section 3.2.1. In fact, as can be seen in Fig. 5, every region is less discriminative when dealing with the TC18 and TC24 subgroups (in comparison with TC0, TC6 and TC12), and thus the selection process has greater difficulties in producing stable sets of features.

4. Conclusion

In this paper we studied MCI to AD conversion with FDG-PET images at different prodromal stages. From the available individuals labeled as MCI, we used longitudinal neuropsychological test scores (CDR and MMSE) to classify subjects as MCI-NC and MCI-C, and to determine the time of conversion for the MCI-C subjects. Then, the
longitudinal images of the MCI-C group were organized according to their temporal distance to the estimated TC, and several classifiers were tested at the different moments before conversion, namely, TC0, TC6, TC12, TC18 and TC24.

The results show a progressive decrease in the sensitivity and balanced accuracy with the temporal distance to the conversion event, while the specificity remains stable. We found that this decrease results from a reduction in the relevant information contained in the brain areas used for classification and by a decrease in the stability of the automatic selection of these brain areas. We also obtained different classification patterns across experiments that are in agreement with previous AD studies.

By partitioning the MCI-C dataset according to the temporal distance to the conversion event, we were able to successfully track AD progression since the TC until 24 months before AD onset. This is, to our knowledge, the first study on MCI to AD conversion using machine learning tools that uses longitudinal FDG-PET images organized according to the temporal distance to the time of conversion. In the future, we believe that the development of models capable of integrating the longitudinal data will contribute decisively to a better understanding of AD and to improve diagnosis at different prodromal stages of the disease.
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